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#### Abstract

Two solution methods for the inverse problem for the 2-D Helmholtz equation are developed, tested, and compared. The proposed approaches are based on a marching finite-difference scheme which requires the solution of an overdetermined system at each step. The preconditioned conjugate gradient method is used for rapid solutions of these systems and an efficient preconditioner has been developed for this class of problems. Underlying target applications include the imaging of land mines, unexploded ordinance, and pollutant plumes in environmental cleanup sites, each formulated as an inverse problem for a 2-D Helmholtz equation. The images represent the electromagnetic properties of the respective underground regions. Extensive numerical results are presented.
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## 1. Introduction

In this paper two methods for the solution of a 2-D inverse problem for the Helmholtz equation, with the data originated by frequency sweeps, are presented and compared. An important common feature of both methods is that the original inverse problem is reduced to a set of overdetermined boundary value problems (BVPs) for PDE operators depending on the modulated frequency as a parameter. Because of the overdetermination, the normal solutions of these BVPs are sought. The solution of each of those BVPs via finite differences leads to the solution of a large sparse matrix system. This is one significant difference between the current approach and the majority of previous ones, in which full, rather than sparse matrices were solved, due to the integral, rather than the differential form of the resulting equation for the linearized

[^0]inverse problems, cf. [1,4-6]. Because of the resulting sparse positive definite matrix, it is a natural choice to use the preconditioned conjugate gradient method (PCG) to solve it. A version of this method, adapted to the specific problem, is developed here.

In the first algorithm, the $H$-method introduced for the first time here, the unknown perturbation term is corrected from one iteration to the next, where the iterations are performed with respect to frequency, going from the highest frequency (in the selected frequency band) to the lowest. Finally the perturbation term is recovered at the lowest frequency. This approach is somewhat similar to the propagation-backpropagation method of [20], see also [9]. However, in [20] different emitting angles were considered, unlike in our case of varying frequency. In addition, a certain resulting matrix $C_{j}$ was replaced by its asymptotic value in [20], because of difficulties in its computation, whereas we calculate all matrices precisely. Interestingly, in [20] a normal solution was also sought. In the second method, the $p$-method, the unknown coefficient is eliminated from the original PDE by differentiation with respect to frequency. The result is an overdetermined BVP for an integro-differential PDE with Volterra-like integrals with respect to frequency. This idea was proposed and implemented by the authors in [16]. However, we also describe this idea in the current paper (for the sake of reader's convenience), as we want to compare the approach of [16] with the newer method, which has certain advantages over the previous one.

In the PCG method, which is used to find the normal solutions in both of the above methods, the key question involves the selection of a preconditioner. Here the preconditioner will be selected to be the exact factorization of one of the original matrices using the method of nested dissection [12], but only for a small number of frequencies. This selection has been found to work very well for nearby frequencies where it is an excellent approximate inverse. In this approach an automatic algorithm for the near optimal choice of frequency ranges over which the same preconditioner is used has been developed. The average number of iterations of the conjugate gradient method for our final runs for both methods is about $4-5$. Because the factored matrix does not depend on the solution of the inverse problem, its factorization could be effectively parallelized, but this expansion of the presented algorithm is not explored in this paper.

The idea of eliminating the unknown perturbation term using differentiation leading to a differential form of the resulting system was explored in our earlier publications (see for example [15] or [19]), in which inverse problems for parabolic equations were considered. This approach was called the Elliptic Systems Method (ESM), because the Volterra-like integrals with respect to time were eliminated via a truncated generalized Fourier series, leading to an overdetermined BVP of the fourth order for a coupled system of elliptic equations, one for each Fourier coefficient. This approach proved to be successful for the accurate locations of the targets, but the values of the unknown coefficients within those targets were imaged poorly. In contrast, in this paper we continue the effort begun in [16] to develop a second generation of the ESM, in which truncated generalized Fourier series are not used. The successful use of the new $H$-method here leads to a deepened understanding of the ESM, in that the above differentiation which is a principal feature of the $p$-method [16], is also shown to be unnecessary. In addition the requirement of the loss tangent assumption (Section 2.1) is no longer required.

This paper is motivated by the authors interest in the development of new and effective methods for the imaging of land mines using Ground Penetrating Radar (GPR). Thus, a simplified model of propagation of the GPR signal is presented here. In particular, realistic ranges of parameters are used. The problem of the imaging of land mines is considered as an 2-D inverse problem for the Helmholtz equation with Sommerfeld boundary conditions. The two inverse algorithms developed here should be considered as a first step towards this challenging imaging goal. In order to continue towards this goal, one should incorporate into the model some additional features, such as: (i) a 3-D, rather than the current 2-D model, (ii) a point source, as opposed to the current initializing plane wave, (iii) geometrical irregularities of the air/ground interface, and (iv) measurements displaced from the air/ground interface, etc. The authors hope that these algorithms might provide a basis for these further developments. In addition, this methodology can serve as a base for the imaging of other obscured objects in a variety of applications, including the imaging of
unexploded ordinances and pollutant plumes in environmental cleanup sites [9,10]. Land mines are modeled as inclusions of a small size embedded into a known background. A frequency dependent back reflected signal is measured on the air/ground interface. Because the sizes of the targets are small compared with the size of the region of interest, a linearized inverse problem is considered. This is justified by the assumption that the $L_{2}$ norms of the targets are small in a certain sense, see Section 2 for details.

## 2. The forward and inverse problems

### 2.1. Partial differential equation

The GPR signal is modeled here as a polarized electrical plane wave $E_{0}=\left(0,0, \exp \left(\mathrm{i} \omega \sqrt{\mu_{0} \varepsilon_{0}}\right.\right.$ $\cdot y)) \cdot \exp (-\mathrm{i} \omega t)$ propagating along the $y$-direction in the half space $\{y<0\}$. Here $\omega$ is the angular frequency of the signal, $\mu_{0}=4 \pi \times 10^{-7}$ Henry $/ \mathrm{m}$ is the magnetic permeability of free space and $\varepsilon_{0}=8.854 \times$ $10^{-12} \mathrm{Farad} / \mathrm{m}$ is the dielectric permittivity of free space. It is assumed that $\{y<0\}$ is air and $\{y>0\}$ is ground, where the mine-like targets are located. All functions below depend only on the two spatial variables $(x, y) \equiv \mathbf{x}$. Let $E(\mathbf{x}, \omega)=(0,0, u(\mathbf{x}, \omega)) \cdot \exp (-\mathrm{i} \omega t)$ be the electric field. Then the following Helmholtz PDE for the function $u(\mathbf{x}, \omega)$ can be derived from Maxwell's system [17]

$$
\begin{equation*}
\nabla^{2} u+k^{2}(\mathbf{x}, \omega) u=0 \tag{2.1}
\end{equation*}
$$

Here the function $k^{2}(\mathbf{x}, \omega)$ has the form

$$
\begin{aligned}
k^{2}(\mathbf{x}, \omega) & =\omega^{2} \mu_{0} \varepsilon(\mathbf{x})+\mathrm{i} \omega \mu_{0} \sigma(\mathbf{x}, \omega) \quad \text { or } \\
& =\omega^{2} \mu_{0} \varepsilon(\mathbf{x})\left(1+\frac{\mathrm{i} \sigma(\mathbf{x}, \omega)}{\omega \varepsilon(\mathbf{x})}\right),
\end{aligned}
$$

where $\varepsilon(\mathbf{x})$ and $\sigma(\mathbf{x}, \omega)$ are, respectively, the electrical permittivity and the electrical conductivity of the medium. It is also assumed that $\varepsilon \equiv \varepsilon_{0}$ in air. Let $\varepsilon(\mathbf{x})=\varepsilon_{\mathrm{r}}(\mathbf{x}) \varepsilon_{0}$, where $\varepsilon_{\mathrm{r}}$ is the relative dielectric constant. In air $\varepsilon_{\mathrm{r}}(\mathbf{x}) \equiv 1$ and $\sigma(\mathbf{x}, \omega) \equiv 0$. Now introduce the so-called "loss tangent" as [17]

$$
\begin{equation*}
\tan (\delta)=\frac{\sigma(\mathbf{x}, \omega)}{\omega \varepsilon(\mathbf{x})} \tag{2.2}
\end{equation*}
$$

Then

$$
\begin{equation*}
k^{2}=\omega^{2} \mu_{0} \varepsilon_{r} \varepsilon_{0}(1+\operatorname{itan}(\delta)) . \tag{2.3}
\end{equation*}
$$

In this paper it is assumed that the loss tangent does not depend on $\omega$, i.e. $(\partial / \partial \omega)[\tan (\delta)]=0$, at least in the frequency domains of interest. This condition is a requirement for the integro-differential method originally introduced in [16] (which is referred to in this paper as the $p$-method) but not for the more general iterative correction algorithm introduced in this paper which is referred as the $H$-method, although a detailed development of this extension will not be presented in this paper. This loss tangent assumption is satisfied with sufficient accuracy in many practical scenarios of land mine detection, as can be seen from the data in [7].

### 2.2. Parameter ranges

It is useful first to establish the parameter ranges for the PDE (2.1). All units below are given in the SI system. The frequency of the signal $f=\omega / 2 \pi$ is between 0.5 and 3 GHz , i.e., $f \in(0.5,3) \times 10^{9} \mathrm{~s}^{-1}$. The
approximate values of the parameters $\varepsilon_{\mathrm{r}}, \tan (\delta), k^{2}, k$, and the wavelength $\lambda=2 \pi / \operatorname{Re}(k)$ for different soil moistures as well as for trinitrotoluene (TNT) are given in Table 1 for the frequency $f=1 \mathrm{GHz}$. In this table the data of [7] is used.

In Section 5 targets filled with TNT will be considered in a background of wet soil with the GPR signal first propagating through air.

At $f=3 \mathrm{GHz}$, the wavelength $\lambda$ is less by about a factor of 3 , whereas at $f=0.5 \mathrm{GHz}, \lambda$ nearly doubles, as compared with its values in this table. Therefore,

$$
\lambda \in \begin{cases}(5,35) \mathrm{cm} & \text { in the ground }  \tag{2.4}\\ (10,60) \mathrm{cm} & \text { in the air. }\end{cases}
$$

This range of wavelengths significantly affects the grid size in the Finite Difference (FD) solution for both the forward and inverse problems. In order to calculate the forward problem accurately, one should use at least 10 grid points per wavelength. Suppose, for example, that one wants to calculate the function $u$ in a square region of size $2 \mathrm{~m} \times 2 \mathrm{~m}$. Then because of (2.4), this would mean that one should use at least a $400 \times 400$ grid for $\lambda=5 \mathrm{~cm}$. This motivated the development of a new efficient algorithm for the solution of the Helmholtz equation with complex variable coefficients [14]. Below all data simulations for the inverse problems (through solutions of forward problems) are computed by the method of [14].

### 2.3. Statement of the forward problem

It will be assumed that the electrical parameters $\varepsilon$ and $\sigma$ have constant background values everywhere in the ground, except in the mine-like targets, whose sizes are small compared with the size of the region of interest. Let $k_{0}=k_{0}(y, \omega)$ be the function $k$ in (2.3) for the background medium. Then this function has a discontinuity on the air/ground interface,

$$
k_{0}^{2}= \begin{cases}\omega^{2} \mu_{0} \varepsilon_{0} & \text { for } y<0  \tag{2.5a}\\ \omega^{2} \mu_{0} \varepsilon_{\mathrm{r}} \varepsilon_{0}[1+i \tan (\delta)] & \text { for } y>0\end{cases}
$$

Let $u_{0}=u_{0}(y, \omega)$ be the solution of the PDE (2.1), which corresponds to the initial plane wave without targets present. Then $u_{0}$ consists of the initial, reflected, and transmitted plane waves [17],

$$
u_{0}= \begin{cases}\mathrm{e}^{\mathrm{i} k_{0} y}+R\left(k_{0}\right) \mathrm{e}^{-\mathrm{i} k_{0} y} & \text { for } y<0,  \tag{2.5b}\\ T\left(k_{0}\right) \mathrm{e}^{\mathrm{i} k_{0} y} & \text { for } y>0,\end{cases}
$$

where $R\left(k_{0}\right)$ and $T\left(k_{0}\right)$ are the reflection and transmission coefficients given by

$$
\begin{equation*}
R\left(k_{0}\right)=\frac{k_{0}^{-}-k_{0}^{+}}{k_{0}^{-}+k_{0}^{+}}, \quad T\left(k_{0}\right)=\frac{2 k_{0}^{-}}{k_{0}^{-}+k_{0}^{+}} . \tag{2.5c}
\end{equation*}
$$

Table 1
Approximate values of $\varepsilon_{\mathrm{r}}, \tan (\delta), k^{2}, k$, and $\lambda$ for different soil moistures and TNT at $f=1 \mathrm{GHz}$

| Medium | $\varepsilon_{\mathrm{r}}$ | $\tan (\delta)$ | $k^{2}\left(\mathrm{~m}^{-2}\right)$ | $k\left(\mathrm{~m}^{-1}\right)$ | $\lambda(\mathrm{cm})$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Air | 1 | 0 | 439.2 | 20.9 | 30 |
| Dry soil | 2.9 | 0.025 | $1273+\mathrm{i} 31$ | $35.7+\mathrm{i} 0.43$ | 17 |
| Wet soil, $5 \%$ moisture | 4 | 0.22 | $1756+\mathrm{i} 395$ | $42+\mathrm{i} 4.7$ | 15 |
| TNT | 2.86 | 0.0018 | $1256+\mathrm{i} 2.26$ | $35.4+\mathrm{i} 0.03$ | 17.7 |

Here $k_{0}^{-}$and $k_{0}^{+}$are the values of $k_{0}$ for $y<0$ and $y>0$, respectively. The presence of these coefficients ensures the continuity of the function $u_{0}$ together with its first derivatives at $\{y=0\}$.

A solution of the Eq. (2.1) will be sought in the form $u=u_{0}+v$, where the function $v(\mathbf{x}, \omega)$ represents the wave scattered by mine-like targets with compact supports in $\mathbb{R}_{+}^{2}=\{y>0\}$. Hence, $v$ satisfies the PDE:

$$
\begin{equation*}
\nabla^{2} v+k^{2} v=-\left(k^{2}-k_{0}^{2}\right) u_{0}, \quad \mathbf{x} \in \mathbb{R}^{2} \tag{2.6}
\end{equation*}
$$

where $k^{2}=k_{0}^{2}$ outside of the targets. In addition, Sommerfeld radiation boundary conditions will be imposed at infinity

$$
\begin{equation*}
\lim _{r \rightarrow \infty} \sqrt{r}\left(\frac{\partial v}{\partial r}-\mathrm{i} k_{0} v\right)=0 \tag{2.7}
\end{equation*}
$$

where $r=\sqrt{x^{2}+y^{2}}, \operatorname{Im}\left(k_{0}\right)>0$ and the limit holds uniformly in all directions. Eqs. (2.6) and (2.7) specify the forward problem including the discontinuity in the refractive index at $\{y=0\}$. It was shown in ([4], Proposition A.1.3) that a 3-D analog of the forward problem (2.6), (2.7) has an unique solution in a certain Sobolev space. This leads us to assume throughout this paper that a similar result is valid in the 2-D case.

It is natural to consider in practical computations a bounded domain $G_{L}$, which is obtained by a cut-off of the infinite space $\mathbb{R}^{2}$. Here $G_{L}$ will be taken to be the square $G_{L}=\{|x|,|y| \leqslant L\}$, and the solution will be carried out using the approach developed by the authors in [14]. In this case the condition (2.7) is replaced with the Sommerfeld-like boundary conditions

$$
\begin{equation*}
\left.v_{x} \mp \mathrm{i} k_{0} v\right|_{x= \pm L}=0,\left.\quad v_{y} \mp \mathrm{i} k_{0} v\right|_{y= \pm L}=0 . \tag{2.8}
\end{equation*}
$$

It was shown numerically in [14] that if the targets are located "well within" the square $G_{L}$ (i.e., far from the boundaries), then, for the parameter ranges listed in Table 1, the resulting values of the function $v(\mathbf{x}, \omega)$ for points $\mathbf{x}$ located near the air/ground interface $\{y=0\}$ are independent of $L$ for $L \geqslant 53 \mathrm{~cm}$. For this reason, for the solution of the inverse problem will be carried out over a smaller domain $\Omega \subset G_{L}, \Omega \subset \mathbb{R}_{+}^{2}$. First data $\left.v\right|_{y=0}$ and $\left.v_{y}\right|_{y=0}$ for the inverse problem using the solution of the forward problem in the domain $G_{L}$ with $L=1.5 \mathrm{~m}$ is generated. Next, to solve the inverse problem the domain

$$
\Omega=\left\{\mathbf{x}=(x, y):|x|<L_{1}=0.6 \mathrm{~m}, 0<y<L_{2}=0.4 \mathrm{~m}\right\}
$$

will be used. In doing this, the following boundary conditions for the function $v$ on the side and top boundaries of the domain $\Omega$ will be used:

$$
\begin{align*}
& \left.v_{x} \mp \mathrm{i} k_{0} v\right|_{x= \pm L_{1}}=0,  \tag{2.9a}\\
& v_{y}-\left.\mathrm{i} k_{0} v\right|_{y=L_{2}}=0 . \tag{2.9b}
\end{align*}
$$

### 2.4. Statement of the inverse problem

Let $\varepsilon_{1}$ and $\tan \left(\delta_{1}\right)$ be the values of the parameters $\varepsilon$ and $\tan (\delta)$ everywhere in the ground, except for the mine-like targets. Then

$$
\begin{equation*}
\varepsilon(\mathbf{x})=\varepsilon_{1}+h_{\varepsilon}(\mathbf{x}), \quad \tan (\delta)=\tan \left(\delta_{1}\right)+h_{\sigma}(\mathbf{x}), \tag{2.10}
\end{equation*}
$$

where the perturbations $h_{\varepsilon}(\mathbf{x})$ and $h_{\sigma}(\mathbf{x})$ are due to the presence of the mine-like targets. Hence, the determination of these functions would yield both the locations of these targets and the values of the electrical parameters within them. For the sake of convenience, a perturbation $h(\mathbf{x})$ of the background coefficient $k_{0}^{2}(\mathbf{x}, \omega)$ as a "whole" will be introduced:

$$
\begin{equation*}
h(\mathbf{x})=\frac{k^{2}(\mathbf{x}, \omega)-k_{0}^{2}(\mathbf{x}, \omega)}{k_{0}^{2}(\mathbf{x}, \omega)} \tag{2.11}
\end{equation*}
$$

Hence,

$$
\begin{align*}
k^{2}(\mathbf{x}, \omega) & =k_{0}^{2}[1+h(\mathbf{x})]  \tag{2.12a}\\
& =\omega^{2} k_{0 s}^{2}(x)[1+h(\mathbf{x})], \tag{2.12b}
\end{align*}
$$

where $k_{0 s}(\mathbf{x})=k_{0}(\mathbf{x}, \omega) / \omega$. The perturbation function $h(\mathbf{x})$ is independent of $\omega$ because of the loss tangent assumption that $(\partial / \partial \omega)[\tan (\delta)]=0$. $\mathrm{By}(2.10)-(2.12 \mathrm{~b})$ the function $h(\mathbf{x})$ can be obtained from the functions $h_{\varepsilon}(\mathbf{x})$ and $h_{\sigma}(\mathbf{x})$ through the following transformation:

$$
h=\frac{h_{\varepsilon}+\mathrm{i}\left[\varepsilon_{1} h_{\sigma}+h_{\varepsilon} \tan \left(\delta_{1}\right)+h_{\varepsilon} h_{\sigma}\right]}{\varepsilon_{1}\left[1+\mathrm{i} \tan \left(\delta_{1}\right)\right]} .
$$

Once the complex-valued function $h(\mathbf{x})$ has been obtained from the solution of the inverse problem, the perturbations of the physical parameters can be recovered by using the formulas:

$$
\begin{aligned}
h_{\varepsilon} & =\varepsilon_{1}\left[\operatorname{Re}(h)-\tan \left(\delta_{1}\right) \cdot \operatorname{Im}(h)\right], \\
h_{\sigma} & =\frac{\operatorname{Im}(h) \cdot\left[1+\tan ^{2}\left(\delta_{1}\right)\right]}{1+\operatorname{Re}(h)-\tan \left(\delta_{1}\right) \cdot \operatorname{Im}(h)} .
\end{aligned}
$$

Inverse problem. Determine the perturbation function $h(\mathbf{x})$, given the functions $\varphi(x, \omega), \psi(x, \omega)$ defined as

$$
\begin{align*}
& \varphi(x, \omega)=\left.v\right|_{y=0},  \tag{2.13a}\\
& \psi(x, \omega)=\left.v_{y}\right|_{y=0} \tag{2.13b}
\end{align*}
$$

for $x \in\left(-L_{1}, L_{1}\right), \omega \in\left(\omega_{\min }, \omega_{\max }\right)$.
The measurements are performed at points on a certain interval $\left(-L_{1}, L_{1}\right)$ of the line $\{y=0\}$ located on the air/ground interface and at discrete frequencies $\omega \in\left(\omega_{\min }, \omega_{\max }\right)$, by solution of a series of forward problems, one for each frequency. One way to evaluate the normal derivative $\psi$ in (2.13b) given $\varphi$ would be to solve the boundary value problem (2.6), (2.9a), (2.9b), (2.13a) in the air, i.e. for $\{y<0\} \cap\left\{|x|<L_{1}\right\}$, where no targets are present, but for purposes of this study we simply evaluate it along with $\varphi$, adding Gaussian noise.

The resulting PDE for the function $v$ is

$$
\begin{equation*}
\nabla^{2} v+k_{0}^{2} v+k_{0}^{2} h(\mathbf{x}) v=-k_{0}^{2} u_{0} h(\mathbf{x}) \tag{2.14}
\end{equation*}
$$

where $h(\mathbf{x})$ is a bounded function with compact support in $\Omega$ and the function $u_{0}$ is given by (2.5b) (for $y>0$ ). It will be assumed that the medium of interest, $\Omega$, is basically homogeneous, except for a few minelike targets whose sizes are small compared with the size of $\Omega$. This suggests the related assumption that also $\|h\|_{L_{2}(\Omega)} \ll\|s\|_{L_{2}(\Omega)}$, where the function $s(\mathbf{x}) \equiv 1$. Note that the function $v$ in (2.14) depends nonlinearly on the function $h$. Hence, linearization leads to dropping the $h(\mathbf{x}) v$ term in (2.14). This approach was used previously in a similar context in the publications $[15,16,19]$ of the authors. Using (2.5b) to substitute for $u_{0}$, gives the linearized PDE as:

$$
\begin{equation*}
\nabla^{2} v+k_{0}^{2} v=-k_{0}^{2} T\left(k_{0}\right) \mathrm{e}^{\mathrm{i} k_{0} y} h(\mathbf{x}), \quad x \in \Omega \tag{2.15}
\end{equation*}
$$

with the boundary conditions (2.9a), (2.9b), (2.13a), and (2.13b). It should be noted that (2.15) is a PDE with two unknown functions, $h(\mathbf{x})$ and $v(\mathbf{x}, \omega)$, and two boundary conditions $v=\varphi(x, \omega)$ and $v_{y}=\psi(x, \omega)$ along the side $y=0$, for many values of $\omega$.

The function $h(x)$ in (2.15) may be isolated by dividing both sides by $k_{0}^{2} T\left(k_{0}\right) \mathrm{e}^{\mathrm{i} k_{0} y}$. Introduce the new function $H(\mathbf{x}, \omega)$ as

$$
\begin{equation*}
H(\mathbf{x}, \omega)=\frac{v}{k_{0}^{2} T\left(k_{0}\right) \mathrm{e}^{\mathrm{i} k_{0} y}} . \tag{2.16}
\end{equation*}
$$

Then (2.15) becomes

$$
\begin{equation*}
\nabla^{2} H+2 \mathrm{i} k_{0} H_{y}=-h(\mathbf{x}), \quad x \in \Omega \tag{2.17}
\end{equation*}
$$

with the corresponding derived boundary conditions:

$$
\begin{align*}
& \left.H\right|_{y=0}=\widetilde{\varphi}(x, \omega) ;\left.\quad H_{y}\right|_{y=0}=\widetilde{\psi}(x, \omega) ;\left.\quad H_{x} \mp \mathrm{i} k_{0} H\right|_{x= \pm L_{1}}=0, \quad \omega \in\left(\omega_{\min }, \omega_{\max }\right),  \tag{2.18a}\\
& \left.H_{y}\right|_{y=L_{2}}=0 . \tag{2.18b}
\end{align*}
$$

## 3. Two inverse algorithms

In this section two novel iterative algorithms for approximating the above inverse problem in a best fit sense are developed. In order to simulate data for the inverse problem, we begin in both cases with a series of finite difference (FD) solutions to the forward problem (2.6)-(2.8) using the solution method developed in [14], over a set of discrete frequencies. The values $\varphi(x, \omega)=v(x, 0, \omega)$ and $\psi(x, \omega)=v_{y}(x, 0, \omega)$ are available from the above forward solutions at the computational grid points over the set of discrete frequencies and were used to evaluate $\widetilde{\varphi}(x, \omega)$ and $\widetilde{\psi}(x, \omega)$. Then multiplicative Gaussian noise was added to both $\widetilde{\varphi}$ and $\widetilde{\psi}$ with $\sigma=0.10$ (i.e., $10 \%$ noise level) in $\widetilde{\varphi}$ and $\widetilde{\psi}$. The mathematical expectation of this noise is zero. A $C^{2}$ cubic spline smoothing process in $\omega$, following de Boor [2], was applied to $\widetilde{\varphi}(x, \omega)$ and $\widetilde{\psi}(x, \omega)$. In this approach the spline coefficients are calculated using a functional, that includes the squares of the deviations of the spline from the noisy data and $L_{2}$ norms of the second derivative of the spline. Minimization of this functional establishes a compromise between the requirement of staying close to the given data and obtaining a smooth function. The spatial computational grid for the inverse solver has in general no relationship to the computational grid used in the above forward solver except that the air-soil interface line is common to both. Thus no grid crimes are committed. For a given frequency $\omega, \widetilde{\varphi}(x, \omega)$ and $\widetilde{\psi}(x, \omega)$ are first evaluated by this smoothed cubic spline at surrounding forward grid node points $x_{i-1} \leqslant x \leqslant x_{i}$, then evaluated at $x$ by linear interpolation. This procedure gives $\widetilde{\varphi}$ and $\widetilde{\psi}$ as continuous functions of $x$ and $\omega$, piecewise linear in $x$ and piecewise cubic in $\omega$. Details and illustrative graphs for two different target applications are presented in Section 5.

A common feature of both algorithms is that they involve a series of frequency sweeps in which a sequence of overdetermined BVPs are solved from $\omega_{\max }$ to $\omega_{\min }$. A linear least squares fit of the overdetermined equations for the FD discretized form of this BVP is evaluated at each step. A major difference between these methods, is that the first one corrects the perturbation term at each frequency step by a sort of "backpropagation" approach, whereas in the second the unknown perturbation term is originally eliminated through differentiation with respect to frequency, leading to the solution of an integro-differential PDE, in which integration is carried out with respect to frequency. An approximation to the perturbation term is recovered at the end of this process. In later frequency sweeps, the restart for the second method uses the result of a calculation using the recovered perturbation term. Both methods are stopped when the maximal magnitude of $h$ decreases, the fluctuations increase, or when the change is sufficiently small.

In each of the algorithms a matrix system, which can be written in abstract form as $\left(B_{j}^{*} B_{j}\right)\left(f_{j}\right)=\left(B_{j}^{*} K_{j}\right)\left(g_{j}\right)$, is to be solved for each iteration step $j$. Here $B_{j}$ is a finite difference analog of the
elliptic operator $\nabla^{2}+2 \mathrm{i} k_{0} \partial / \partial y$ in (2.17) at $\omega=\omega_{j}$ with the boundary conditions (2.18a) and (2.18b), $K_{j}$ is certain matrix operator, $g_{j}$ is a known vector, and vector $f_{j}$ is unknown. For the case where an analog of the boundary data (2.18a), (2.18b) was given on the entire boundary $\partial \Omega$ (rather than on only a part, as in the current case) convergence of a very similar process was proven in Section 5.1 of [16]. This result offers a heuristic argument suggesting convergence for both of the algorithms of this section.

It was proven in [16] that the recovery of the 4th derivatives with respect to $x$ and $y$ of an analog of $f_{j}$ was stable. This is supportive of the stability of the computation of the first and second derivatives of the function $H$, which we compute to recover the perturbation term $h$, as per (2.17). Other viewpoints also lead us to the same conclusion, in additional to our considerable numerical experience: for example there is a long history in the use of Alternating Directions Implicit methods that shows that when later calculations evaluate finite differences using the same intermediate solutions used in their development, results are stable, but otherwise not [3]. It should be noted that three different regularizing procedures are applied. First, the noise in the data is smoothed using a $C^{2}$ cubic spline smoothing process (Section 5.2). Second, all frequencies higher than $\omega_{\max }$ are cut-off. Finally, the discretization and its iterations are another important regularizing tool.

### 3.1. Discretization method

The physical domain for the inverse problem is selected to be $\left[-L_{x}, L_{x}\right] \times\left[0, L_{y}\right]$. In the discretization of the PDE second order centered finite-difference approximations are used, with a uniform mesh of size $\Delta x \times \Delta y$, where $\Delta x=2 L_{x} / M_{x}, \Delta y=L_{y} / M_{y}$ with $M_{x}, M_{y}$ being the numbers of grid points in the $x$ and $y$ directions, respectively. The boundary conditions are imposed by use of second order correct formula centered on each boundary, using fictitious values outside of $\Omega$. A uniform frequency step of $\Delta \omega=$ $\left(\omega_{\max }-\omega_{\min }\right) / N$, where $N$ is the number of frequency intervals, is used to partition the interval [ $\omega_{\min }, \omega_{\max }$ ] into $n-1$ subintervals: $\omega_{\min }=\beta_{n}<\beta_{n-1}<\cdots<\beta_{1}=\omega_{\max }$. The spatially gridded region uses $x$ values over the interval $\left[-L_{x}+\Delta x / 2, L_{x}-\Delta x / 2\right]$ and $y$ values over $\left[\Delta y / 2, L_{y}-\Delta y / 2\right]$ plus the added fictitious points. The alternative gridding method which places grid points directly on the boundary would be expected to give similar results, but has not been explored here.

### 3.2. First inverse algorithm (H-method)

The inverse problem will be solved by the following: let $B(\omega)$ be the FD-based matrix representing the left-hand sides of Eqs. (2.17), (2.18a), and (2.18b) as a function of $\omega$. It is important to note that $B(\omega)$ depends only on $\omega, k_{0}$, and the spatial grid. Also, let $S^{H}(\omega, \widetilde{h}, \widetilde{\varphi}, \widetilde{\psi})$ be the FD operator for the right-hand sides of (2.17), (2.18a), and (2.18b). $S^{H}$ depends not only on $\omega, k_{0}$, and the spatial grid but also on a grid function $\bar{h}$ and of course the overdetermined boundary data $\widetilde{\varphi}$ and $\widetilde{\psi}$ evaluated at the interface grid points. Then on step $j$ solve the overdetermined linear system

$$
\begin{equation*}
B\left(\beta_{j}\right) \bar{H}^{j}=S^{H}\left(\beta_{j}, \bar{h}, \widetilde{\varphi}, \widetilde{\psi}\right), \tag{3.1}
\end{equation*}
$$

where the vector $\bar{H}^{j}$ represents the FD approximation to the grid values of $H\left(\mathbf{x}, \beta_{j}\right)$, given $\bar{h}$. Note that the system (2.17), (2.18a), and (2.18b) gives one equation for each spatial grid point, plus one additional equation for each grid point along the air-soil interface $y=0$. Once $\bar{H}^{j}$ has been evaluated, one can exploit the fact that it is only an approximate solution to the overdetermined system (3.1), to again use (2.17) to compute an improved value of $\bar{h}$, as

$$
\begin{equation*}
\bar{h}:=-\left.\left(\nabla^{2} \bar{H}^{j}+2 \mathrm{i} k_{0}(\omega) \bar{H}_{y}^{j}\right)\right|_{\omega=\beta_{j}}, \tag{3.2}
\end{equation*}
$$

where the differential operators are understood in terms of finite differences. This process can be applied $k \geqslant 1$ times for each value of $j$, always using the latest update of $\bar{h}$.

The complete algorithm for the $H$-method can now be stated as follows: Initialize $\bar{h}$ to be the zero vector. Then complete a series of sweeps (beginning each new sweep with the latest value of $\bar{h}$ from the previous sweep) as follows until the stopping criteria are satisfied.

For $j=1, \ldots, n$ :
I. Solve the overdetermined linear least squares problem (3.1) for $\bar{H}^{j}$ using the latest value of $\bar{h}$.
II. Evaluate $\bar{H}_{y}^{j}$ from $\bar{H}^{j}$ using FD.
III. Use (3.2) at $\omega=\beta_{j}$ to compute the updated value for $\bar{h}$ from $\bar{H}^{j}$ and $\bar{H}_{y}^{j}$.
IV. Repeat I-III $k \geqslant 1$ times.

The normal equations method is used to solve the overdetermined linear system (3.1). An alternative approach would have been to use the $Q R$ decomposition of $A$ [13], which while more robust would have been considerably more time consuming both because of the increased effort required by the direct decomposition and the absence of iterative alternatives. As it stands, (3.1) is essentially a 5 -banded matrix system. Applying the normal equations method, involves multiplying both sides of the matrix system (3.1) by the conjugate transpose of $B\left(\beta_{j}\right)$. This gives the square 13-band system

$$
\begin{equation*}
B^{*}\left(\beta_{j}\right) B\left(\beta_{j}\right) \bar{H}^{j}=B^{*}\left(\beta_{j}\right) S^{H}\left(\beta_{j}, \bar{h}, \widetilde{\varphi}, \tilde{\psi}\right) \tag{3.3}
\end{equation*}
$$

which is clearly invertible since the columns of the original matrix $B\left(\beta_{j}\right)$ are linearly independent. In fact the new matrix $B^{*}\left(\beta_{j}\right) B\left(\beta_{j}\right)$ is Hermitian positive definite. This family of equations involves a series of sweeps with slowly changing values of $\omega=\beta_{j}$, and one or more inner iterations for each value of $j$.

In Section 4 an iterative solution method based on the preconditioned conjugate gradient method is developed that specifically exploits this structure.

### 3.3. Second inverse algorithm (p-method)

The second inverse method studied here was originally introduced by the authors in [16]. The two methods are similar in their use of sweeps to progressively improve the grid function $\bar{h}$, their use and treatment of overdetermined boundary conditions and many details of their implementation. The major difference between them is in their treatment of the important difficulty in solving the PDE (2.17): that it consists of one equation with two unknown functions $h(\mathbf{x})$ and $v(\mathbf{x}, \omega)$. A principal idea of the ESM in the past has been to eliminate the perturbation term $h(\mathbf{x})$ by differentiation of the original PDE with respect to a parameter on which $h(\mathbf{x})$ does not depend, and then later to recover $h(\mathbf{x})$ by use of the original PDE. The parameter is $\omega$ in this case. It will be observed that the new difficulty is that the resulting equation becomes an integro-differential equation, rather than a conventional PDE, which is complicated by requiring an approximate value of $H(\mathbf{x}, \omega)$ for some value of $\omega$.

Following this approach, differentiate (2.17) with respect to $\omega$ eliminating $h(\mathbf{x})$. Let

$$
\begin{equation*}
p(\mathbf{x}, \omega)=\frac{\partial H}{\partial \omega} \tag{3.4}
\end{equation*}
$$

As discussed in more detail in [16], it is assumed that for every $x \in \Omega$

$$
\begin{equation*}
\lim _{\omega \rightarrow \infty} H(\mathbf{x}, \omega)=0 \tag{3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
p, p_{y} \in L_{1}\left(\omega_{\min }, \infty\right) \tag{3.6}
\end{equation*}
$$

as functions of $\omega$. In the work that follows the working assumption is made that conditions (3.5) and (3.6) hold. Hence,

$$
\begin{align*}
H(\mathbf{x}, \omega) & =-\int_{\omega}^{\infty} p(\mathbf{x}, \tau) \mathrm{d} \tau  \tag{3.7a}\\
& =-\int_{\omega}^{\omega_{\max }} p(\mathbf{x}, \tau) \mathrm{d} \tau+H\left(\mathbf{x}, \omega_{\max }\right) . \tag{3.7b}
\end{align*}
$$

Eqs. (3.7a) and (3.7b) leads to the result that for $\widehat{H}(\mathbf{x}) \approx H\left(\mathbf{x}, \omega_{\max }\right)$, and $\widehat{H}_{y}(\mathbf{x}) \approx H_{y}\left(\mathbf{x}, \omega_{\max }\right)$

$$
\begin{align*}
& H(\mathbf{x}, \omega) \approx-\int_{\omega}^{\omega_{\max }} p(\mathbf{x}, \tau) \mathrm{d} \tau+\widehat{H}(\mathbf{x}),  \tag{3.8a}\\
& H_{y}(\mathbf{x}, \omega) \approx-\int_{\omega}^{\omega_{\max }} p_{y}(\mathbf{x}, \tau) \mathrm{d} \tau+\widehat{H}_{y}(\mathbf{x}) . \tag{3.8b}
\end{align*}
$$

For notational convenience the " $\approx$ " in (3.8a) and (3.8b) will be replaced with " $=$ " in later references.
Let $g_{1}(x, \omega)=(\partial / \partial \omega) \widetilde{\varphi}(x, \omega)$ and $g_{2}(x, \omega)=(\partial / \partial \omega) \widetilde{\psi}(x, \omega)$. Because $\widetilde{\varphi}(x, \omega)$ and $\widetilde{\psi}(x, \omega)$ are given by cubic splines in $\omega$, their derivative with respect to $\omega$ is trivially evaluated from the spline derivative. Recalling that $k_{0}(\mathbf{x}, \omega)=\omega k_{0 s}(\mathbf{x})$, note that differentiating (2.17), (2.18a), and (2.18b) by $\omega$ and using (3.7a)-(3.8b), leads to the system:

$$
\begin{align*}
& \nabla^{2} p+2 \mathrm{i} \omega k_{0 s}(\mathbf{x}) p_{y}=2 \mathrm{i} k_{0 s}(\mathbf{x})\left[\int_{\omega}^{\omega_{\max }} p_{y}(\mathbf{x}, \tau) \mathrm{d} \tau-\widehat{H}_{y}(\mathbf{x})\right], \quad \mathbf{x} \in \Omega,  \tag{3.9a}\\
& \left.p\right|_{y=0}=g_{1}(x, \omega),\left.\quad p_{y}\right|_{y=0}=g_{2}(x, \omega),\left.\quad p_{y}\right|_{y=L_{2}}=0,  \tag{3.9b}\\
& \left.p_{x} \mp \mathrm{i} \omega k_{0 s}(\mathbf{x}) p\right|_{x= \pm L_{1}}=\left.\mp \mathrm{i} k_{0 s}(\mathbf{x})\left[\int_{\omega}^{\omega_{\max }} p(\mathbf{x}, \tau) \mathrm{d} \tau-\widehat{H}(\mathbf{x})\right]\right|_{x= \pm L_{1}} . \tag{3.9c}
\end{align*}
$$

Thus, we have obtained the boundary value problem (3.9a)-(3.9c) for the integro-differential equation (3.9a) with Volterra-like integrals being present in both the equation itself and the left and right boundary conditions.

Again let $B(\omega)$ be the FD-based matrix representing the left-hand sides of Eqs. (2.17), (2.18a), and (2.18b) as in the previous subsection. Consider the grid valued functions $\bar{H}^{1}, \bar{H}_{y}^{1}, \bar{p}^{j}, \bar{p}_{y}^{j}, \bar{k}_{0 s}$, and $\bar{h}$, where for example $\bar{p}^{j}$ and $\bar{k}_{0 s}$ represent the grid values of $p\left(\mathbf{x}, \beta_{j}\right)$ in its current approximation, $1 \leqslant j \leqslant n$, and $k_{0 s}(\mathbf{x})$. To solve (3.9a)-(3.9c), begin with $\omega=\beta_{1}=\omega_{\max }$. Initialize $\bar{h}$ to be zero, and solve the overdetermined system (3.1) for $\bar{H}^{1}$ as in the $H$-method, using (3.3). Evaluate $\bar{H}_{y}^{1}$ from $\bar{H}^{1}$ by centered finite differences. Now solve the overdetermined system (3.9a), (3.9b), (3.9c) in its FD formulation for $\bar{p}^{1}$ by the normal equations method using the least squares matrix $B^{*}\left(\omega_{\max }\right) B\left(\omega_{\max }\right)$ and a right-hand side derived from (3.9a)-(3.9c), noting that the two integrals evaluate to zero. For the cases where $j>1$, the two integrals in (3.9a) and (3.9c) are approximated by the trapezoid rule. Thus

$$
\begin{equation*}
\int_{\beta_{j}}^{\omega_{\max }=\beta_{1}} \bar{p}(\tau) \mathrm{d} \tau \approx \Delta \omega\left[\frac{\bar{p}^{j}}{2}+\sum_{l=2}^{j-1} \bar{p}^{l}+\frac{\bar{p}^{1}}{2}\right] \quad \text { and } \quad \int_{\beta_{j}}^{\omega_{\max }=\beta_{1}} \bar{p}_{y}(\tau) \mathrm{d} \tau \approx \Delta \omega\left[\frac{\bar{p}_{y}^{j}}{2}+\sum_{l=2}^{j-1} \bar{p}_{y}^{l}+\frac{\bar{p}_{y}^{1}}{2}\right] . \tag{3.10}
\end{equation*}
$$

Eqs. (3.9a), (3.9b), (3.9c), and (3.10) lead to an overdetermined linear system for $\bar{p}^{j}, j>1$ at $\omega=\beta_{j}$ :

$$
\begin{equation*}
\nabla^{2} \bar{p}^{j}+2 \mathrm{i}\left(\omega-\frac{\Delta \omega}{2}\right) \bar{k}_{0 s} \bar{p}_{y}^{j}=2 \mathrm{i} \bar{k}_{0 s}\left[\Delta \omega \sum_{l=2}^{j-1} \bar{p}_{y}^{l}+\Delta \omega \frac{\bar{p}_{y}^{1}}{2}-\bar{H}_{y}^{1}\right] \tag{3.11a}
\end{equation*}
$$

$$
\begin{align*}
& \left.\bar{p}^{j}\right|_{y=0}=g_{1}(x, \omega),\left.\quad \bar{p}_{y}^{j}\right|_{y=0}=g_{2}(x, \omega),\left.\quad \bar{p}_{y}^{j}\right|_{y=L_{2}}=0,  \tag{3.11b}\\
& \left.\bar{p}_{x}^{j} \mp \mathrm{i}\left(\omega-\frac{\Delta \omega}{2}\right) \bar{k}_{0 s} \bar{p}^{j}\right|_{x= \pm L_{1}}= \pm \mathrm{i} \bar{k}_{0 s}\left[\Delta \omega \sum_{l=2}^{j-1} \bar{p}^{l}+\Delta \omega \frac{\bar{p}^{1}}{2}-\bar{H}^{1}\right] . \tag{3.11c}
\end{align*}
$$

Note that (3.11a)-(3.11c) can be extended to the case $j=1$, by letting $\Delta \omega=0$, since the integral is zero in this case. Let $S^{p, j}\left(\omega, \Delta \omega, \bar{k}_{0 s}, g_{1}, g_{2}, \bar{p}^{1}, \bar{p}^{2}, \ldots, \bar{p}^{j-1}, \bar{H}^{1}, \bar{H}_{y}^{1}\right)$ be the FD operator for the right-hand sides of (3.11a)-(3.11c). $S^{p, j}$ depends also on the spatial grid plus the previous $\bar{p}$ vectors. The $\omega$ term is required to evaluate $g_{1}$ and $g_{2}$. The terms $\bar{H}^{1}$ and $\bar{H}_{y}^{1}$ are determined by the initial approximation for $\bar{h}$, as described above. Thus expressed in matrix form, (3.11a)-(3.11c) becomes:

$$
\begin{equation*}
B\left(\beta_{j}-\frac{\Delta \omega}{2}\right) \bar{p}^{j}=S^{p, j}\left(\beta_{j}, \Delta \omega, \bar{k}_{0 s}, g_{1}, g_{2}, \bar{p}^{1}, \bar{p}^{2}, \ldots, \bar{p}^{j-1}, \bar{H}^{1}, \bar{H}_{y}^{1}\right) . \tag{3.12}
\end{equation*}
$$

The system (3.12) gives one equation for each spatial grid point, plus one additional equation for each grid point along the air-soil interface $y=0$. As previously in (3.3) the overdetermined system (3.12) will be solved by the normal equations method. Note that the resulting Hermitian positive definite matrix system $B^{*}(\omega) B(\omega) \bar{p}^{j}=B^{*}(\omega) S^{p, j}$ as a function of $\omega$ will be identical to that obtained earlier, the difference being in the right-hand sides and the frequency $\omega$ at which $B$ is to be evaluated.

The complete algorithm for the $p$-method can now be stated. Initialize $\bar{h}$ to be the zero vector. Then for each sweep, loop as follows until the stopping criteria are satisfied:
I. Evaluate $\bar{H}^{1}$ and $\bar{H}_{y}^{1}$ from the latest value of $\bar{h}$ using (3.3) for $\omega=\omega_{\max }$.
II. Solve (3.11a)-(3.11c) for $p^{1}$, for $\omega=\omega_{\max }$ using $B^{*}\left(\omega_{\max }\right) B\left(\omega_{\max }\right) \bar{p}^{1}=B^{*}\left(\omega_{\max }\right) S^{1}\left(\omega_{\max }, \Delta \omega=0\right.$, $\left.\bar{k}_{0 s}, g_{1}, g_{2}, \bar{H}^{1}, \bar{H}_{y}^{1}\right)$.
III. For $j=2,3, \ldots, n$ solve the overdetermined system (3.12) by the normal equations method, giving

$$
\begin{equation*}
B^{*}\left(\beta_{j}-\frac{\Delta \omega}{2}\right) B\left(\beta_{j}-\frac{\Delta \omega}{2}\right) \bar{p}^{j}=B^{*}\left(\beta_{j}-\frac{\Delta \omega}{2}\right) S^{p, j}\left(\beta_{j}, \Delta \omega, \bar{k}_{0 s}, g_{1}, g_{2}, \bar{p}^{1}, \bar{p}^{2}, \ldots, \bar{p}^{j-1}, \bar{H}^{1}, \bar{H}_{y}^{1}\right) . \tag{3.13}
\end{equation*}
$$

IV. Evaluate

$$
\bar{H}^{n} \approx \Delta \omega\left[-\frac{\bar{p}\left(\omega_{n}\right)}{2}-\sum_{l=2}^{n-1} \bar{p}\left(\omega_{l}\right)-\frac{\bar{p}\left(\omega_{1}\right)}{2}\right]+\bar{H}^{1} .
$$

V. Evaluate $\bar{H}_{y}^{n}$ from $\bar{H}^{n}$ using FD.
VI. Use (3.2) at $\omega=\omega_{\min }$ to compute the updated value for $\bar{h}$, using $\bar{H}^{n}$ and $\bar{H}_{y}^{n}$.

## 4. An effective preconditioner for the conjugate gradient method

The marching technique of the previous section required the solution of an overdetermined system of the form $B^{j} \bar{x}^{j}=\bar{b}^{j}, j=1,2, \ldots, n$, where $\bar{x}^{j}$ was either $\bar{H}^{\prime}$ or $\bar{p}^{j}$ and $B^{j}$ was $B\left(\omega_{j}\right)$ or $B\left(\omega_{j}-(\Delta \omega / 2)\right)$. We have chosen to use the normal equations method, which leads to solving $B^{j *} B^{j} \bar{x}^{j}=B^{j} \bar{b}^{j}, j=1,2, \ldots, n$. Since $B^{j}$ is essentially a banded matrix similar to that resulting from the Laplacian operator, $B^{j *} B^{j}$ is a 13-band matrix which can be explicitly evaluated at little cost. Denote $B^{j *} B^{j}$ by $A^{j}$. Since the columns of $B^{j}$ are linearly independent, $A^{j}$ is clearly invertible, and hence Hermitian Positive Definite (HPD). In contrast, for integral equation-based methods, a full matrix system has to be solved. This limits the number of grid points which
can be used. But even in the case of a band matrix, conventional Cholesky factorization techniques are needlessly time consuming, so iterative algorithms are to be preferred. In the case of a HPD matrix the preconditioned conjugate gradient method is a natural choice. But the key issue as usual is the selection of a preconditioner.

### 4.1. Direct methods

We will begin by considering direct sparse factorization methods for HPD matrices. The three most common highly efficient direct techniques for the case where fast Fourier transform methods are not available are skyline, one way dissection (1WD) and nested dissection (ND) [12]. Each approach requires reordering the unknowns, and hence permuting the rows and columns of $A^{j}$. Thus the actual system to be solved instead of $A^{j} \bar{x}^{j}=\bar{b}^{j}$ is $P A^{j} P^{*} \bar{y}=P \bar{b}^{j}$, where $\bar{y}=P \bar{x}^{j}$, and $P$ is a permutation matrix. For a rectangular region such as is present for this problem, the skyline method tends to reorder unknowns along the shorter side; the one way dissection method places separators along the grid, giving a series of decoupled problems which are then joined on the bottom rows of the new matrix; and nested dissection uses separators in both directions. For square grids of size $m$ by $m$ and Laplacian type operators these factorization methods are of order $\mathrm{O}\left(m^{4}\right), \mathrm{O}\left(m^{3.5}\right)$ and $\mathrm{O}\left(m^{3}\right)$, respectively [12]. The corresponding storage sizes are of order $\mathrm{O}\left(m^{3}\right), \mathrm{O}\left(m^{2.5}\right)$ and $\mathrm{O}\left(m^{2} \ln m\right)$. As is not so well known, these asymptotic rates often require rather large values of $m$ to be relevant. Thus in practice there are various crossover points, below which, for example, skyline methods are best.

A $201 \times 71$ size grid giving a matrix of size 14,271 will typically be used, and for comparison a $301 \times 106$ grid with a 31,906 size matrix will also be considered. The efficiency of the solve part will later prove to be very important when many solves will be calculated for each factorization using the preconditioned conjugate gradient method. Efficient storage is also an issue. In their classic text, George and Liu [12] develop and implement all the above methods, including orderings, storage structures, factorizations, and solves. However their implementations were for real valued positive definite systems, not Hermitian ones. For this reason it was necessary to modify their various routines to generalize them to Hermitian matrices. This primarily involved switching to complex arithmetic and paying careful attention to where conjugates must be used. This procedure has been carried out for all of the three above methods. It should be noted that improved implementations, for example for the factorization and solves, have been recently developed that better use cache memory by concentrating more of the work on small dense matrices or by the use of frontal methods $[8,11]$, but little of this is currently within the public domain [8]. The preconditioning approach developed in the next section would immediately apply to any such improved methods.

In Table 2 below results are presented of applying these three methods to the two matrix systems considered above, for factorization and solve times, plus storage. It should be noted that the actual run times for the different methods are in general not proportional to the operation counts since the simpler methods such as skyline tend to achieve a higher efficiency. There are of course also memory cache issues. The implementations below are computed on a SGI Origin 200 using one processor and (mostly) double precision complex arithmetic. Times are in seconds and storage is in megawords. Each megaword requires

Table 2
A comparison of factor and solve times, and storage for three different direct sparse methods applied to two different matrices

| Matrix size | ND |  |  | 1WD |  |  | Skyline |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Factor | Solve | Storage | Factor | Solve | Storage | Factor | Solve | Storage |
| 14,271 | 2.88 | . 099 | . 855 | 4.99 | . 113 | . 503 | 4.56 | . 265 | 1.769 |
| 31,906 | 10.64 | . 254 | 2.212 | 21.4 | . 32 | 1.399 | 22.23 | . 875 | 5.929 |

8-16 megabytes (MB) of storage. All factorizations and conjugate gradient calculations are computed in double precision, but the factored complex matrix is stored and used only in single precision. This is primarily for efficiency, as the memory communication is somewhat faster using single precision, and the truncated preconditioner is about as effective as its original double precision version. This also proves advantageous for purposes of minimizing memory when the possibility of reusing the preconditioners in multiple sweeps is considered, but this was not the primary motivation.

As can be seen the ND method has by far the fastest factorization times, with the faster asymptotic factorization times of 1WD as compared to the skyline method only dominating for the larger matrix, and then only marginally. The solve times, which will dominate the PCG calculations, are somewhat better for ND than 1WD, but far better than for skyline for both matrices. For both matrix sizes, 1WD has the smallest storage, with the skyline method having far greater storage requirements. If storage were the critical issue, 1WD would be the preferred method, with ND being only about $12 \%$ faster for the solves and $42 \%$ faster for the factorizations. The effective time required for 1WD versus ND in the context of the PCG method for the smaller matrix will be reported later. Since storage for ND is a modest $14-36 \mathrm{MB}$ in double precision plus other overhead, this method will be focused on as the method of choice, given its superior factorization and solve times compared with the other two direct sparse methods.

### 4.2. A preconditioned conjugate gradient method

As might be expected, the above sparse direct results can be significantly improved by use of the PCG method $[13,22]$ with the key question involving, as usual, the choice of an effective preconditioner. It is common when applying the conjugate gradient method to the normal equations to form the matrix vector product not as $\left(B^{j *} B^{j}\right) \bar{x}$ but instead as $B^{j *}\left(B^{j} \bar{x}\right)$, so as to perform just two matrix vector products instead of the often more expensive matrix product [22]. Due to the simple band structure of $B^{j}$, the matrix matrix multiply is inexpensive in our case, and there is an advantage to having just one matrix $A^{j}$ in explicit form. The issue of finding an effective preconditioner here is especially pressing since the convergence rate of the conjugate gradient method [13] is $(\sqrt{k}-1) /(\sqrt{k}+1)$ or approximately $1-2 / \sqrt{k}$, where $k$ is the condition number of $A^{j}$, and the condition number of $A^{j}$ is the square of the ratio of the largest to the smallest singular values of the original matrix $B^{j}$ Saad [22] comments that "Recent research on iterative techniques has been devoted in great part to the development of better iterative accelerators, while 'robust' preconditioners have by and large been neglected". He also comments that "normal equations are also difficult to precondition". It is the development of such a robust preconditioner for this family of normal equations that is the focus of this section.

Here a sequence of problems must be solved where the matrix depends only on the frequency $\omega$ and hence can be evaluated at any time. For both methods each right-hand side can only be computed after the successful solution of the previous system. But since the matrix $B^{j}=B^{j}\left(\omega_{j}\right)$, for frequency $\omega_{j}$, changes only slowly for nearby frequencies, its factorization leads to an approximate inverse for many nearby frequencies. Moreover this method is a general method applying not only to both cases under consideration here, but also to any situation involving the system $A^{\omega} x^{\omega}=b^{\omega}$ where many right-hand sides $b^{\omega}$ must be solved for a family of matrices $A^{\omega}$, that change slowly with respect to $\omega$. Even if the matrices $A^{\omega}$ were not HPD, iterative methods other than conjugate gradient such as GMRES [21] could be used, with one factorization of $A^{\omega}$ serving as the preconditioner. It is the fact that the factorization cost can be amortized over conjugate gradient solutions for many right-hand sides that makes this approach attractive. Moreover, the preconditioner can be evaluated in a centered position over the next set of frequencies, so that it is effective for both earlier and later frequencies inside the set.

This approach will be combined with the observation that the solution vector also systematically changes with $\omega$, allowing for extrapolation methods to be used. It has been found that a fourth order method (cubic fit) works well, and decreases the number of iterations, by giving a better starting value. Using this
approach usually $1-15$ iterations are all that are required to reduce the residual by six orders of magnitude. An automatic algorithm has been developed to give a dynamic mix of the number and placement of symmetrically placed preconditioners for matrices related to the set of frequencies [ $\omega_{\min }, \omega_{\max }$ ] with a separation $\Delta \omega$. This algorithm is robust over changes in the CPU, operating system, selection of the sparse matrix direct factorization and solve methods, cache usage, the frequency density $\Delta \omega$, and the upper and lower frequencies used, etc. It locally varies the placement of the next preconditioner matrix to be evaluated, and has a criterion for when to start the next series of frequencies. A new preconditioner is evaluated when the current PCG solve time becomes greater than the average weighted total solution time (one factorization at a half weight and many PCG solves for frequencies $\omega_{j}$ at or below the frequency $\omega_{\text {Center }}$ where the preconditioner is factored). The algorithm, in a simplified form, is presented below in pseudocode. Recall that the frequencies are decreasing.

```
    \(\Delta \omega 2=\{0\) for the \(H\) method, \(\Delta \omega / 2\) for the \(p\) method \(\}\)
    Restart \(=\). True.; jcenter \(=1\);
    For \(j=1: n\)
    If (Restart); Use ND to compute the factorization of \(B^{*}(\omega) B(\omega)\) at \(\omega=\omega_{\text {jcenter }}-\Delta \omega 2\) in
time TFactor; Tcum = TFactor/2; Ncount \(=-1 / 2\); Restart \(=\). False.
    Setup the next problem at \(\omega=\omega_{j}-\Delta \omega 2\), using a cubic extrapolation from the pre-
vious solutions as a starting value for the PCG method.
    Call a PCG routine with the above factorized matrix as a preconditioner to solve
(3.3) or (3.13) in time Tsol.
    Tcum \(=\) Tcum + Tsol; Ncount \(=\) Ncount +1 ;
    If \((\) Tsol \(>\) Tcum \(/\) Ncount \()\); jcenter \(=j+(j-j\) center \() ;\) Restart \(=\). True.
    End
```

To summarize, in this algorithm the key choices are when to compute a new preconditioner, and how far ahead it should be placed. How far ahead to place it is selected based on the number of successful steps since the last preconditioner was evaluated. The use of the half weight is to also amortize TFactor over the frequencies above $\omega_{j \text { jenter }}$ which implicitly have weights of zero. No use is made of the time to progress to the next $\omega_{\text {jcenter }}$, although as a rule the intervals are nearly symmetric.

### 4.3. Performance tests

The performance of this preconditioner approach will be measured in two ways: by varying the frequency spacings and by varying the underlying spatial mesh density. Spatial meshes of $201 \times 71$ and $301 \times 106$, frequency densities of $.01, .02, .05$, and .10 GHz over an overall frequency range $.52-3.0 \mathrm{GHz}$ with fourth order extrapolations from the previous solutions to the next solution and the ND method will be used. In addition solutions over the $201 \times 71$ mesh using $1 \mathrm{WD}(*)$ in place of ND, and also with ND but no extrapolation ( $\dagger$ ) will be evaluated. Zero will be used for the starting iterate at the first frequency, and iterations will stop when the residual is six orders of magnitude smaller than the initial right-hand side in the $\mathscr{L}^{2}$ norm. Results are reported for both the $p$ - and $H$-methods.

The reportage in 3 gives five results for each run: The total number of preconditioners used; the average number of iterations until convergence; the maximum number of iterations; the total time (bold); and the average time per setup and solution for each matrix system, including the preconditioner times.

### 4.3.1. Extrapolation of solutions

Comparing the second and third rows of Table 3 for both the $p$ - and $H$-methods for average times shows that the extrapolation approach for starting iterates is very successful for the two denser frequency sets .01

Table 3
Single sweeps with four frequency densities, two spatial meshes

| $p$-Method | $.01 \mathrm{GHz}(248$ freq.) | $.02 \mathrm{GHz}(124$ freq. $)$ | $.05 \mathrm{GHz}(49$ freq. $)$ | $.10 \mathrm{GHz}(24 \mathrm{freq})$. |
| :--- | :--- | :--- | :--- | :--- |
| $201 \times 71^{*}$ | $12,3.6,6, \mathbf{2 4 0}, 0.97$ | $10,5.3,10, \mathbf{1 7 1}, 1.38$ | $7,7.2,15, \mathbf{9 8}, 1.99$ | $5,10.8,27, \mathbf{6 9}, 2.88$ |
| $201 \times 71^{\dagger}$ | $20,5.0,8, \mathbf{2 5 6}, 1.03$ | $16,5.4,9, \mathbf{1 5 4}, 1.24$ | $9,7.1,14, \mathbf{8 0}, 1.63$ | $6,9.4,18, \mathbf{5 1}, 2.14$ |
| $201 \times 71$ | $15,3.3,5, \mathbf{1 9 3}, 0.78$ | $12,4.8,9, \mathbf{1 3 4}, 1.08$ | $9,6.0,11, \mathbf{7 4}, 1.51$ | $6,9.4,18, \mathbf{5 2}, 2.17$ |
| $301 \times 106$ | $13,3.4,6, \mathbf{5 1 3}, 2.07$ | $10,5.1,10, \mathbf{3 6 8}, 2.96$ | $7,6.9,14, \mathbf{2 0 9}, 4.26$ | $5,10.4,25, \mathbf{1 4 7}, 6.10$ |
|  |  | .02 GHz | .05 GHz | .10 GHz |
| 2 -Method | .01 GHz | $9,4.3,9, \mathbf{1 4 8}, 1.19$ | $7,6.8,14, \mathbf{9 4}, 1.93$ | $5,10.8,32, \mathbf{6 9}, 2.89$ |
| $201 \times 71^{*}$ | $10,2.6,5, \mathbf{1 9 1}, 0.77$ | $16,5.6,10, \mathbf{1 5 6}, 1.26$ | $9,7.4,15, \mathbf{8 2}, 1.67$ | $7,8.7,16, \mathbf{5 2}, 2.19$ |
| $201 \times 71^{\dagger}$ | $22,5.0,8, \mathbf{2 6 3}, 1.06$ | $10,3.9,8, \mathbf{1 1 4}, 0.92$ | $8,6.0,11, \mathbf{7 1}, 1.45$ | $6,9.1,20, \mathbf{5 1 , 2} 2.13$ |
| $301 \times 106$ | $11,2.5,5, \mathbf{1 5 5}, 0.63$ | $9,2.6,5, \mathbf{4 0 3}, 1.63$ | $8,4.1,7, \mathbf{3 0 3}, 2.44$ | $6,7.0,17, \mathbf{1 9 9}, 4.07$ |

and .02 GHz , and is especially advantageous for the $H$-method, and successful to a lessor degree for the frequency spacing of .05 GHz . It has little impact at .10 GHz .

### 4.3.2. Comparing $1 W D$ with $N D$

Comparing the third and fourth rows, the use of 1WD instead of ND increases the run time for a single sweep by about one third. For multiple sweeps the preconditioner factorizations could be held in RAM, further minimizing the effect of the factorization costs. If RAM were limited, for example to 128 MB on a PC, the use of 1 WD , with multiple sweeps and preconditioner recall, would give a final throughput dominated by the solve times. From Table 2, the additional memory usage would be about 4 MB per preconditioner. Of course where sufficient RAM is available, ND is the method of choice, but for multiple sweeps and recall, the relative timing advantage would not be great compared with the gain achieved by reuse of the preconditioners. The use of 1WD will not be explored further here.

### 4.3.3. Scalability of the ND approach with extrapolation

For the ND runs the convergence rate seems fairly independent of these matrix sizes, as the algorithm automatically shifts towards fewer preconditioners, and slightly more iterations to compensate for the longer factorization times. The method seems to be exhibiting excellent scalability for ND, with the total solution times increasing by factors from about 2.6 to 2.9 as the matrix size increases by a factor of 2.2.

## 5. Numerical experiments

The main goal of the numerical experiments presented in this section is to consider and compare the properties and performance of the proposed algorithms for realistic ranges of parameters and frequencies. The values of the coefficients in the Helmholtz equation, which correspond to the electromagnetic properties of air, soil, and different targets were presented in Table 1. In the numerical experiments the background medium consists of air and wet soil with a $5 \%$ moisture content. The targets are assumed to be filled with TNT.

The physical domain for the inverse problem is selected to be $\left[-L_{x}, L_{x}\right] \times\left[0, L_{y}\right]$, where $L_{x}=60 \mathrm{~cm}$ and $L_{y}=40 \mathrm{~cm}$, with a $201 \times 71$ grid. Other grid and frequency selections would be chosen for other applications. In both approaches the system was nondimensionalized in space and frequency. However for simplicity the results are presented here in the original coordinate systems. The spatial grids selected are uniform, but do not necessarily have the same spacings in $x$ and $y$.

### 5.1. A single inclusion of circular shape filled with TNT

To demonstrate the robustness of this technique, consider a circular target filled with TNT, with center at $\mathbf{x}=\left(x_{0}, y_{0}\right)=(10,5) \mathrm{cm}$ and a diameter of 5 cm . Thus $h(\mathbf{x})=\left(k_{\mathrm{TNT}}^{2}-k_{\text {wetsoil }}^{2}\right) / k_{\text {wetsoil }}^{2}=-0.319-0.152 \mathrm{i}$. The real part of the corresponding function $h(\mathbf{x})$ is displayed in Fig. 1.

### 5.2. Noise removal by cubic splines in the forward solution

For this application simulations are made using the forward solution for the discrete frequencies $\omega=2 \pi \times[.50: .01: 3.00] \mathrm{GHz}$. The physical domain is taken to be a square with 300 cm sides centered about the air-soil interface, and a $400 \times 400$ point computational grid is used to achieve accuracy at the higher frequency values. In the inverse problem $\omega_{\min }$ and $\omega_{\max }$ are chosen so that $2 \pi \times .50 \mathrm{GHz} \leqslant \omega_{\min }<\omega_{\max } \leqslant$ $2 \pi \times 3.00 \mathrm{GHz}$, and the frequency spacing is taken to be uniform from $\omega_{\min }$ to $\omega_{\max }$, but this is not a requirement of the method. Two of the studies to be made here consider the effect of various choices of $\omega_{\min }, \omega_{\max }$ and the frequency spacing $\Delta \omega$ on the quality of the inverse problem solution.

For Figs. 2-4 the solid line represents the real parts of the original values obtained through the solution of the forward problem, the stars, which are the data originally received by the algorithm, represent those values with $\sigma=.10$ multiplicative Gaussian noise added and the dot-dash line the result after the spline smoothing process described in Section 3. Figs. 2 and 3 display the real parts of $H(\mathbf{x}, \omega)=\widetilde{\varphi}(10, \omega)$ and the normal derivative $H_{y}(\mathbf{x}, \omega)=\widetilde{\psi}(10, \omega)$ as a function of $f=\omega / 2 \pi$, just above the target at $\mathbf{x}=(10,0)$ on the air-soil interface. Despite the scatter in the noisy data, the $C^{2}$ cubic spline smoothing process appears to be doing a good job of returning smoothed values close to the original. The largest differences are around the peaks of the curves and to the far left of Fig. 3. Fig. 4 displays the real part of $H\left(\mathbf{x}, \omega_{0}\right)=\widetilde{\varphi}\left(x, \omega_{0}\right)$ along the air-soil interface $(y=0)$ for $\omega_{0}=1.0 \cdot 2 \pi \mathrm{GHz}$. It should be clarified, that smoothing was done for each spatial point $\mathbf{x}=\left(x_{i}, 0\right)$, where $x_{i}=-L_{x}+\Delta x(i-1 / 2), i=1, \ldots, M_{x}$, with respect to the frequency $\omega$ as described above. However, no smoothing was performed with respect to the spatial variable $\mathbf{x}$.

Target 1: TNT in wet soil


Fig. 1. $\operatorname{Re}[h(\mathbf{x})]$ for a circular shaped target filled with TNT.


Fig. 2. $\operatorname{Re}[H(\mathbf{x}, \omega)]$ as a function of the frequency $f$ at $\mathbf{x}=(10,0)$.


Fig. 3. $\operatorname{Re}\left[H_{y}(\mathbf{x}, \omega)\right]$ as a function of the frequency $f$ at $\mathbf{x}=(10,0)$.


Fig. 4. $\operatorname{Re}\left[H\left(x, \omega_{0}\right)\right]$ for $\omega_{0}=1.0 \cdot 2 \pi \mathrm{GHz}$ as a function of $x$ along $\{y=0\}$.

### 5.3. Single target solutions by the $H$ - and p-methods

In this first test the $H$-and $p$-imaging algorithms were applied to a single target of circular shape filled with TNT as specified in Section 5.1. The results used data over frequencies from .5 to 3 GHz , using an increment of $\Delta f=.01 \mathrm{GHz}$. Figs. 5 and 6 display the real part of the imaged function $h:=h_{\text {imaged }}(x, y)$ obtained after one sweep of the $H$-method and two sweeps of the $p$-method, respectively. The contour plots of the recovered function $\operatorname{Real}(h)$ are similar, both accurate as to the centered location, both lacking significant artifacts, except that the $H$-solution is slightly lower in its recovered coefficient values. The vertical image size and lack of diagonal artifacts are somewhat more favorable for the $H$-method. The imaginary part of $h$ here and elsewhere is in general less satisfactory, which is related to problems in phase recovery.

The stopping criteria here and elsewhere requires running one more sweep than was used, stopping when the last result either decreased, showed significant oscillations or changed very little. The value of $k$ for the inner iterations of the $H$-method was always selected to be $k=1$.

### 5.4. The effect of the upper frequency cutoff $\omega_{\max }$ on solutions

In this subsection the effects of using frequencies from $f_{\min }=.50 \mathrm{GHz}$ to various upper values of $f_{\max }=\omega_{\max } / 2 \pi$ from 1.0 to 3.0 GHz is considered for both the $H$ - and $p$-methods. The frequency spacing $\Delta f$ is fixed at .01 GHz . To clearly demonstrate the results quantitatively, cross-sections of the real part of the imaged function $h$ along both vertical and horizontal lines are displayed for each method. In each case, the cross-section is along the line where the values are greatest. Typically for the horizontal lines this is close to $y=5 \mathrm{~cm}$, and for the vertical lines close to $x=10 \mathrm{~cm}$. In Figs. 7-10 the solid lines represent the exact values and various other lines, as identified by the legend, the cross-sections of various computed solutions.

As one can see increasing of the range of the frequencies from $0.5-1$ to $0.5-1.5$ to $0.5-2 \mathrm{GHz}$ gives significant improvements in the heights of the recovered images for both the $H$ - and $p$-methods and is


Fig. 5. $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ for the solution of the inverse problem by the $H$-method.


Fig. 6. $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ for the solution of the inverse problem by the $p$-method.
thus clearly desirable. The effect of increasing the upper limit to 2.5 or 3 GHz is more complicated. In Figs. 7 and 9 , the $H$-method with horizontal and vertical cross-sections, there appears to be no advantage to going beyond $f_{\max }=2 \mathrm{GHz}$. This is a favorable conclusion for the $H$-method both from


Fig. 7. Horizontal cross-sections of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after one sweep using the $H$-method for different values of $\omega_{\max }$.


Fig. 8. Horizontal cross-sections of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after two sweeps using the $p$-method for different values of $\omega_{\text {max }}$.
the viewpoint of the significantly reduced physical measurement requirements and reduced computational requirements. Also all results were achieved in the first sweep, using the stopping criteria of the previous subsection. In Figs. 8 and 10, the $p$-method, all results were achieved after two sweeps. Since using the frequency range $0.5-3 \mathrm{GHz}$ gives slightly improved values over $0.5-2.5 \mathrm{GHz}, f_{\max }=3 \mathrm{GHz}$


Fig. 9. Vertical cross-sections of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after one sweep using the $H$-method for different values of $\omega_{\max }$.


Fig. 10. Vertical cross-sections of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after two sweeps using the $p$-method for different values of $\omega_{\text {max }}$.
will be used for the $p$-method in the remainder of this paper, although the alternative choice of $f_{\text {max }}=2.5 \mathrm{GHz}$ could give similar results. The accurate horizontal width of the target originally seen in Figs. 5 and 6 can also be observed in Figs. 7 and 8. The insufficiently sized vertical target widths


Fig. 11. Horizontal cross-sections of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after one sweep using the $H$-method for different values of $\Delta \omega$.


Fig. 12. Horizontal cross-sections of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after two sweeps using the $p$-method for different values of $\Delta \omega$.
generated by both methods can be observed in Figs. 9 and 10, which also show clearly the higher quality of the size of the vertical width given by the $H$-method, which was earlier observed in Figs. 5 and 6.


Fig. 13. $\operatorname{Re}[h(\mathbf{x})]$ for multiple mine-like targets of various sizes.


Fig. 14. Horizontal cross-sections of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ using the $H$ - and $p$-methods.

### 5.5. The effect of the frequency density $\Delta \omega$ on solutions

In this subsection the effect of various frequency spacings $\Delta f=\Delta \omega / 2 \pi$ will be examined, where $f_{\max }$ is fixed at 2 GHz for the $H$-method and 3 GHz for the $p$-method. Runs for $\Delta f=.01, .02, .05$, and .10 GHz are
considered for both the $H$ - and $p$-methods. All $H$-method runs stopped after one sweep, and all $p$-method runs after 2 sweeps. As usual, one additional sweep was required to determine that the stopping criteria was satisfied. Figs. 11-14 show that at a frequency step of $\Delta f=.10 \mathrm{GHz}$ the results were too low, but increasing as $\Delta f$ decreased. The results for $\Delta f=.02$ and .01 GHz were almost coincident, and are difficult to distinguish on the figures. The conclusion is clear: it is unnecessary to use such a fine computational frequency density as $\Delta f=.01 \mathrm{GHz}$; results of a comparable quality are achieved by use of the coarser frequency density of $\Delta f=.02 \mathrm{GHz}$.

### 5.6. Multiple targets filled with TNT

In the remaining numerical examples the application of the two algorithms to the case of multiple minelike targets of different sizes and soil depths is considered. These targets are again in wet soil and filled with TNT, using parameter values from Table 1. The buried objects chosen for this test are three rectangular mine-like targets. Two of the targets are $5 \times 4 \mathrm{~cm}$ and the third is $10 \times 4 \mathrm{~cm}$. Three mine-like targets were examined to see if the $H$ - and $p$-inversion algorithms could separate multiple scatterers and reconstruct well the deeper object. The frequency range in this test is from 0.5 to 2.0 GHz for the $H$-method and 0.5 to 3 GHz for the $p$-method, and the frequency step is $\Delta f=0.02 \mathrm{GHz}$ as suggested by the previous subsections. The two smaller targets are centered 5 cm into the ground and the larger rectangular target is centered 10 cm deep into the ground. The horizontal centers are at $-10,0$, and 10 cm . As in the first example, the detector readings are simulated from the forward problem with the addition of $\sigma=.10$ multiplicative Gaussian noise.

The real part of the corresponding function $h(\mathbf{x})$ is displayed in Fig. 13. Using the $H$ - and $p$-methods, the reconstructed images of the real part of the coefficient are shown in Figs. 15 and 16. From these figures it can be seen that both algorithms perform reasonably well. The locations and shapes of the objects are both


Fig. 15. Final reconstruction of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after one sweep using the $H$-method.


Fig. 16. Final reconstruction of $\operatorname{Re}\left[h_{\text {imaged }}(\mathbf{x})\right]$ after one sweep using the $p$-method.
fairly accurate, with the results from the $H$-method being marginally better in value and notably better for centered vertical locations and sizes. In Fig. 14, in order to provide a more quantitative comparison, the cross-section of the real part of the image along the horizontal line where it is greatest in value (about $y=5 \mathrm{~cm}$ for the $H$-method, closer to $y=4 \mathrm{~cm}$ for the $p$-method) is presented for both methods. Both methods stopped after one sweep. The total time for the $H$ run (two sweeps) shown in Fig. 15 was 147 and 301 s for the $p$ run shown in Fig. 16 also at two sweeps (the second sweeps were required to satisfy the stopping criteria).

### 5.7. Numerical conclusions

In the above numerical experiments both methods gave similar results using an upper bound for frequency of 2.0 GHz for the $H$-method and 3 GHz for the $p$-method, and a $\Delta f$ of 0.02 GHz . For both examples the horizontal widths and locations of the recovered images were rather accurate, while the $H$ method was in general better for vertical widths and locations. For the single target example, the $p$-method showed a final image that at its extreme centered real value was somewhat closer to the target value than the $H$-method. However (not counting the termination sweep) the $H$-methods required only one sweep with an upper bound of 2.0 GHz , while the $p$-method required 2 sweeps in the single target case and one sweep in the multiple target case and with an upper bound of $2.5-3.0 \mathrm{GHz}$ for $f_{\max }$. This increased upper bound for $f_{\text {max }}$ not only notably increases the computational time but more significantly extends the requirement for measurements in the frequency range from 2.0 to 3.0 GHz .

It would be informative to compare the above algorithms with more traditional ones, for example Levenberg-Marquardt, see e.g., [1, Section 9.4.1] for an application to an inverse problem of optical tomography. This topic, however is outside of the scope of this paper. The authors hope to develop comparisons with other methods in a later work.

## 6. Summary

Two inverse problem methods have been proposed to recover the locations and properties (coefficient values) of interior targets from measured or simulated backscattered boundary data where the application problem is modeled by the Helmholtz equation. One of these, the $p$-method, was originally introduced in [16], and has a applicability restriction related to the loss tangent (see Section 2.1). The other, the $H$-method, which does not depend on this restriction, was introduced here for the first time allowing comparisons to be made between the properties of the two methods. This method also has the advantage of being simpler and easier to program than previous versions. The successful introduction of the $H$-method has provided new insights as to what is of critical importance in the previously published ESM [18,19]: not only are the treatment of incomplete boundary data and the order of the system simplified, but it is now seen that what was previously considered to be a key step, the elimination of the unknown perturbation though differentiation (in this case by frequency) is no longer required. It is this finding that extends the previous work by dropping the requirement that the loss tangent (2.2) must be independent of the frequency.

In both methods the inverse problem required the solution of a sequence of overdetermined discretized systems. The matrix systems depended only on frequency and changed slowly with respect to frequency. The significant size of these problems motivated the development of a high quality preconditioning technique for the application of the preconditioned conjugate gradient method. It was found that, for the examples of this paper, selecting one centered system for factorization as a preconditioner for every 10-12 frequencies was sufficient to give convergence on an average of 4-5 iterations. A general algorithm was developed for switching from one preconditioner to the next, and selecting the frequency at which it would be evaluated. The underlying factorization used the very efficient nested dissection method [12], with the calculations generalized to complex arithmetic.

A study was made of the frequency spacing and upper frequency required of the two methods for a single target example. It was found that a frequency spacing of .02 GHz was satisfactory for both methods. The $H$-method required data only up to 2 GHz , but the $p$-method required measurements up to 2.5 or 3.0 GHz . The effect of noise in the data was tested for both methods and it was found that a $\sigma=0.1$ of multiplicative Gaussian noise had little effect on the results. Applications were made to both single and multitarget cases corresponding to targets filled with TNT in wet soil. While the calculations currently are too time consuming for real time evaluation, it is hoped that in a potential application to the identification of land mines they might lead to a diagnostic type procedure to reduce the large number of false positives. The computed results were accurate both in location and value for both methods with some differences. In comparing the two methods we noted that the $p$-method was more accurate for the extreme value in the single target case, while the $H$-method gave better vertical target widths and locations, required fewer frequency measurements and sometimes fewer sweeps, was faster to compute, was easier to implement and was more general.
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